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ABSTRACT This paper proposed a novel first-order single-valued neutrosophic hesitant fuzzy time series
(SVNHFTS) forecasting model. Our aim is to improve the previously proposed neutrosophic time series
(NTS) model by incorporating the degree of the hesitancy using single-valued neutrosophic hesitant fuzzy
set (SVNHFS) model instead of single-valued neutrosophic set (SVNS). Our paper’s novelty is that we
incorporate an algorithm that automatically converts the crisp dataset into the neutrosophic set that eliminates
the need for experts’ input or opinions in determining the membership in each of the partitioned neutrosophic
set. We also incorporate Markov Chain algorithm in the de-neutrosophication process to include the
weightage of the repeating neutrosophic logical relationships (NLRs). Our paper’s significant contribution is
to add to the existing body of knowledge related to fuzzy time series (FTS) by developing a new FTS model
based on SVNHFS, one of the improved version of fuzzy sets, since this area of research is still relatively
underdeveloped. To determine our proposed model’s capability, we apply our proposed SVNHFTS model
to three real datasets while also comparing the result to the other FTS models based on improved versions
of fuzzy sets. Our datasets include benchmark enrollment data of University of Alabama, IDX Composite
(Indonesian composite stock index), and MERVAL index (Argentinian composite stock index). The result
shows that our proposed SVNHFTS model outperforms most of the other FTS models in terms of AFE and
RMSE, especially the previously proposed NTS model.

INDEX TERMS Single-valued neutrosophic hesitant fuzzy set (SVNHFS), single-valued neutrosophic
hesitant fuzzy time series (SVNHFTS), neutrosophic time series (NTS), fuzzy time series (FTS).

I. INTRODUCTION
Fuzzy time series (FTS) has been quite a really important
research topic in forecasting since its conception by Song
& Chissom in 1993 [1], where all the time series data is
converted from crisp set to linguistic variable (i.e. fuzzy set)
in order to capture the uncertainty or ‘‘fuzziness’’ of the data
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movement. As conventional time series (regression, moving
average, auto-regressivemoving average, etc.) cannot capture
the imprecise knowledge (i.e. non-probabilistic uncertainties
and linguistic variables) within the dataset [2]–[4], fuzzy time
series forecasting method can overcome these problems and
increase the accuracy of the forecasted values. Fuzzy time
series method is built based on fuzzy logic [5]–[7], where the
universe of discourse is partitioned into several representative
linguistic variables, fuzzification of the crisp time series data
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according to the partitioned universe of discourse, estab-
lishing rule bases (i.e. fuzzy logical relationships or FLRs)
for defuzzification, and defuzzification of the fuzzified data
into the crisp output (i.e. forecasted value) according to the
established FLRs.

Since its conception approximately 25 years ago, fuzzy
time series has inspired a lot of other researchers to take part
to improve the method in order to increase the efficiency
and the accuracy of the forecasted result. The majority of
the researches are more focused on improving the steps of
fuzzy time series method, which are optimizing the partition
method and the length of the partition, with some of the
most notable researches in [8]–[11] over the past 25 years
and some of the newest ones are [12]–[14] in the past five
years; and optimizing the rule base during fuzzification and
defuzzification to get the forecasted values, with some of the
most notable researches in [15]–[19] over the past 25 years
and some of the newest ones are [20]–[23] in the past five
years. Other researchers have also combined fuzzy time series
with other forecastingmethod to improve the efficiency of the
fuzzy time series, with some of the most notable researches
in [24]–[28] over the past 25 years and some of the newest
ones are [29]–[32] in the past five years. However, in almost
all of these researches, they still utilized the original fuzzy
set theory that was proposed by Zadeh in 1965 [7], where it
can only assume one membership value for each members in
the set. Meanwhile, the fuzzy set theory has also improved
vastly since its conception, where the degree of the hesitancy
and indeterminacy are introduced to better capture the uncer-
tainty and vagueness of the membership function for each
determined linguistic variable.

Over the past 50 years, a lot of the improved versions of
fuzzy set theory have been developed to capture the indeter-
minacy, such as intuitionistic fuzzy set (IFS) by Atanassov
in 1986 [33], neutrosophic set (NS) by Smarandache in 1995
[34], and single-valued neutrosophic set (SVNS) by Wang,
et al. in 2012 [35]; and to capture the hesitancy, such as
probabilistic fuzzy set (PFS) by Liu & Li in 2005 [36],
hesitant fuzzy set (HFS) by Torra in 2010 [37], dual hesitant
fuzzy set (DHFS) by Zhu, et al. in 2012 [38], and hesi-
tant probabilistic fuzzy set (HPFS) by Zhou & Xu in 2017
[39]. Special mention goes to neutrosophic set, developed
by Smarandache in 1995 [34] to generalize both interval-
valued fuzzy set and intuitionistic fuzzy set with truth, falsity,
and indeterminacy membership function, with the value of
each can take a real standard or non-standard subsets of
without any restriction. However, neutrosophic set was not
easily applicable, which was why SVNS was developed by
Wang, et al. in 2012 [35], so that each of the truth, falsity,
and indeterminacy membership function only have a cer-
tain value between 0 to 1, which made it more applicable
widely.

To our knowledge, the earliest fuzzy time series based on
an improved version of the fuzzy set theory was proposed by
Joshi & Kumar in 2012 [2], [3], where they proposed a fuzzy
time series forecasting method based on intuitionistic fuzzy

set. Since then, there have been quite a development in fuzzy
time series based on improved versions of fuzzy set theory,
such as Gangwar & Kumar in 2014 [4], where they proposed
a fuzzy time series forecasting method based on intuitionistic
fuzzy set utilizing CPDA (cumulative probability distribution
approach) partition method; Kumar & Gangwar in 2015 [40],
where they proposed a fuzzy time series forecasting method
induced by intuitionistic fuzzy sets; Bisht & Kumar in 2016
[41], where they proposed a fuzzy time series forecasting
method based on hesitant fuzzy set utilizing triangular and
CPDA partition method; Joshi et al. in 2016 [42], where
they introduced intuitionistic fuzzy time series forecasting
method; and improved byKumar&Gangwar in the same year
[43]; Bisht, et al. in 2017 [44], where they proposed a fuzzy
time series forecastingmethod based on hesitant fuzzy set uti-
lizing triangular and Gaussian partition method; Bisht, et al.
in 2018 [45], where they proposed a fuzzy time series fore-
casting method integrating intuitionistic fuzzy set and dual
hesitant fuzzy set; Gupta & Kumar in 2018 [46], where they
proposed a fuzzy time series forecasting method based on
hesitant probabilistic fuzzy set; and Gupta & Kumar in 2019
[47], where they proposed a fuzzy time series forecasting
method based on probabilistic fuzzy set. In 2019, Abdel-
Basset, et al. [48] introduced a fuzzy time series forecasting
method based on single-valued neutrosophic set, or known as
neutrosophic time series (NTS). In the same year, however,
Singh and Huang [49] also proposed their version of NTS,
with different algorithm, since they combined it together with
quantum optimization algorithm. Singh also proposed his
version of NTS combined with particle swarm optimization
(PSO) in 2020 [50]. The accuracy of the forecasted result in
each of these researches is much more improved compared
to the conventional fuzzy time series using the original fuzzy
set theory, indicating that using improved version of fuzzy
set theory is beneficial in improving the fuzzy time series
forecasting method.

In 2015, Ye [51] introduced single-valued neutrosophic
hesitant fuzzy set (SVNHFS), where it incorporates hes-
itant attributes of hesitant fuzzy set with single-valued
neutrosophic set. so that each of the truth, falsity, and inde-
terminacy membership function can have more than one pos-
sible value. This special type of fuzzy set incorporates both
degrees of hesitancy and indeterminacy such that more of
the vagueness and ‘‘fuzziness’’ attribute can be caught better.
With the recent proposed neutrosophic time series by Abdel-
Basset, et al. and Singh and Huang in 2019 [48-49] that
shows a significant improvement in terms of the simplicity
and the accuracy utilizing SVNS, where only the degree of
the indeterminacy is caught, we are inspired to utilize SVN-
HFS to propose a novel fuzzy time series forecasting model,
called single-valued neutrosophic hesitant fuzzy time series
(SVNHFTS). Our aim is to improve the previously proposed
NTS model by incorporating the degree of the hesitancy
using SVNHFS instead of SVNS. With this paper, we look
to narrow down the currently limited research of utilizing
improved version of fuzzy sets to improve FTS model.
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The rest of the sections are as follows. The brief theo-
ries of fuzzy set, HFS, NS, SVNHFS, FTS, and NTS are
explained in Section 2. The proposed SVNHFTS forecasting
model is explained in Section 3. The comparative study of the
characteristic of the proposed SVNHFTS model to the other
established FTS models utilizing improved versions of fuzzy
set theory is explained in Section 4. After that, the application
of the proposed SVNHFTS forecasting model using three
different datasets with comparison to the compared models in
Section 4 is presented in Section 5. Finally, we will conclude
the paper and give our suggestions of improvement of the
study in Section 6.

II. PRELIMINARIES
In this section, we will rehash several important concepts
regarding fuzzy set, HFS, NS, and SVNHFS, while also not-
ing down several important concepts from fuzzy time series
and neutrosophic time series. More information regarding
the concepts of FS, HFS, NS, SVNS, SVNHFS, fuzzy time
series, and neutrosophic time series can be found in these
articles [1], [7], [34], [35], [37], [48], [51], [52]. However,
please take note that the definition of neutrosophic time series
is referred from Abdel-Basset et al. [48], not from Singh and
Huang [49].
Definition 2.1 [7]: Let X be the universe of discourse with

each member denoted as xi. So, if X has nmembers, then X =
{x1, x2, . . . , xn}. A fuzzy set (FS) is a set A in X such that each
member of A has a membership function µA (x) = a value
between [0,1] which indicates themeasure of themembership
of each element in X . In mathematical form, there are two
notations to describe A, which are

A = {〈x1, µA (x1)〉 , 〈x2, µA (x2)〉 , . . . , 〈xn, µA (xn)〉 |x ∈ X}

(1)

or

A =
µA (x1)
x1

+
µA (x2)
x2

+
µA (x3)
x3

+ . . .+
µA (xn)
xn

(2)

Definition 2.2 [53]: Let t1, t2 and t3 be real numbers with
t1 < t2 < t3. Triangular fuzzy number T = (t1, t2, t3) is a
fuzzy number with membership function:

µT (x) = m (x) =


x − t1
t2 − t1

, xε[t1, t2]
t3 − x
t3 − t2

, xε[t2, t3]

0, x < t1 and x > t3

(3)

Definition 2.3 [11]: Let s1, s2, s3, and s4 be real numbers
with s1 < s2 < s3 < s4. Trapezoidal fuzzy number S =
(s1, s2, s3, s4) is a fuzzy number with membership function:

µS (x) = m (x) =



x − s1
s2 − s3

, xε[s1, s2]

1, xε[s2, s3]
s4 − x
s4 − s3

, xε [s3, s4]

0, x < s1 and x > s4

(4)

Definition 2.4 [54]: Let m and σ 2 be the mean and the
variance of the membership function of a fuzzy number. The
membership function of Gaussian fuzzy number is

µA (x) = e
−(x−m)2

2σ2 , σ 6= 0 (5)

Definition 2.5 [37]: Let X be the universe of discourse with
each members denoted as xi. A HFS is a set A in X such that
each member of A has a membership function µA, where µA
must lie within the range [0,1], which indicates the possible
values of the measure of the membership of each elements in
A.
Definition 2.6 [34]: Let X be the universe of discourse

with each member denoted as xi. A NS is a set A in X such
that each members of A has a truth-membership function
TA(x), which indicates the possible values of the measure
of the membership of each members in A; a indeterminacy-
membership function IA(x), which indicates the possible val-
ues of the measure of the indeterminacy of each elements in
A; and a falsity-membership function FA(x), which indicates
the possible values of the measure of the non-membership of
each elements in A. In mathematical notation,

A = {〈x,TA(x), IA(x),FA(x)〉 |x ∈ X} (6)

where the value of TA(x), IA(x), and FA(x) are real stan-
dard or non-standard subsets of ]−0, 1+[ without any
restriction, and it has to be that 0 ≤ sup (TA (x)) +
sup (IA (x))+ sup (FA (x)) ≤ 3.
Definition 2.7 [35]: Let X be the universe of discourse

with each member denoted as xi. A SVNS is a set A in X
such that eachmembers of A has a truth-membership function
TA(x), which indicates the measure of the membership of
each elements in A; a indeterminacy-membership function
IA(x), which indicates the measure of the indeterminacy of
each elements in A; and a falsify-membership function FA(x),
which indicates the measure of the non-membership of each
elements in A. In mathematical notation,

A = {〈x,TA(x), IA(x),FA(x)〉 |x ∈ X} (7)

where the value of each of TA(x), IA(x), andFA(x) is a singular
real number between [0,1].
Definition 2.8 [51]: Let X be the universe of discourse

with each member denoted as xi. A SVNHFS is a set A
in X such that each members of A has a truth-membership
function T̃A(x), which indicates the degree of the membership
of each elements in A; a indeterminacy-membership function
ĨA(x), which indicates the degree of the indeterminacy of
each elements in A; and a falsify-membership function F̃A(x),
which signifies the measure of the non-membership of each
elements in A. In mathematical notation,

A =
{〈
x, T̃A(x), ĨA(x), F̃A(x)

〉
|x ∈ X

}
(8)

The condition for SVNHFS is that 0 ≤ δ, γ, η ≤ 1 and
0 ≤ γ+ + δ+ + η+ ≤ 3, where γ ∈ T̃A (x) , δ ∈ ĨA (x) , η ∈
F̃A (x) , γ+ =

⋃
γ∈T̃A(x)

max(γ ), δ+ =
⋃

ĨA(x)∈δ
max(δ), and

δ+ =
⋃
η∈F̃A(x)

max(η). M̃A (x) = {T̃A (x) , ĨA (x) , F̃A (x) is
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called a single valued neutrosophic hesitant fuzzy element
(SVNHFE), with a simplified notation ñ =

{
t̃, ĩ, f̃

}
.

Definition 2.9 [51]: Let ñc and ñd be two different SVN-
HFEs. The following operations of these two SVNHFEs are
defined:

ñc ∪ ñd
=
{
t̃ ∈

(
t̃c ∪ t̃d

)
|t̃

≥ max
(
t̃−c , t̃

−

d

)
, ĩ ∈

(
ĩc ∩ ĩd

)
|ĩ

≤ min
(
ĩ+c , ĩ

+

d

)
, f̃ ∈

(
f̃c ∩ f̃d

)
|f̃ ≤ min

(
f̃ +c , f̃

+

d

)}
(9)

ñc ∩ ñd
=
{
t̃ ∈

(
t̃c ∩ t̃d

)
|t̃

≤ min
(
t̃+c , t̃

+

d

)
, ĩ ∈

(
ĩc ∪ ĩd

)
|ĩ

≥ max
(
ĩ−c , ĩ

−

d

)
, f̃ ∈

(
f̃c ∪ f̃d

)
|f̃ ≥ max

(
f̃ −c , f̃

−

d

)}
(10)

Definition 2.10 [51]: Let ñr (r = 1, 2, . . . , s) be an assort-
ment of SVNHFEs. The aggregated result of single val-
ued neutrosophic hesitant fuzzy weighted average operator
(SVNHFWA) is classified as an SVNHFE, with the formula:

SVNHFWA (ñ1, ñ2, . . . , ñs)

=

s∑
r=1

wr ñr

=

⋃
γ1∈t̃1,γ2∈t̃2,...,γs∈t̃s,δ1∈ĩ1,δ2∈ĩ2,...,δs∈ĩs,η1∈f̃1,η2∈f̃2,...,ηs∈f̃s{
×

{
1−

s∏
r=1

(1− γr )wr
}
,

{
s∏

r=1

δwrr

}
,

{
s∏

r=1

ηwrr

}}
(11)

Definition 2.11 [51]: Let ñr (r = 1, 2, . . . , s) be an assort-
ment of SVNHFEs. The cosine measure between ñr (r =
1, 2, . . . , s) and the ideal element n∗ = 〈1, 0, 0〉 is:

cos
(
ñr , n∗

)
=

1
lr

∑
γi∈t̃i γi√(

1
lr

∑
γi∈t̃i γi

)2
+

(
1
pr

∑
δi∈ĩi

δi

)2
+

(
1
qr

∑
ηi∈f̃i

ηi

)2
(12)

where lr , pr , and qr are the number of elements in t̃r , ĩr , f̃r for
r = 1, 2, . . . , s respectively. Based on the cosine measure,
two comparative laws can be constructed:
1) When the cosine measure of a SVNHFE is bigger than

the cosine measure of another SVNHFE, the SVNHFE
with bigger cosine measure is said to be superior to this
other SVNHFE.

2) When the cosine measure of a SVNHFE has the same
value as the cosine measure of another SVNHFE, these
two SVNHFEs are said to be equivalent to each other.

Definition 2.12 [52]: Let X (t) with t = 0, 1, 2, . . . be the
universe of discourse where fuzzy set fi (t) (i = 1, 2, . . .)

are specified and A (t) is a union of all fi (t). Then A(t) is
identified as a fuzzy time series defined on X (t).
Definition 2.13 [52]: If only A(t − 1) cause A (t), i.e.

A (t − 1)→ A(t), this relationship can be explained as

A (t) = A (t − 1) ◦ R (t, t − 1) (13)

whereR(t, t−1) is the fuzzy relationship betweenA(t−1) and
A (t). This equation is defined as the first-order fuzzy time
series model of A(t).
Definition 2.14 [52]: If at different t , R(t, t − 1) is inde-

pendent of t , i.e. R (t, t − 1) = R(t − 1, t − 2), then A (t) is
defined as a time-invariant fuzzy time series. Otherwise, it is
defined as time-variant fuzzy time series.
Definition 2.15 [48]: Let Y (t) with t = 0, 1, 2, . . . be

the universe of discourse where neutrosophic set ni (t) (i =
1, 2, . . .) are specified and B (t) is a union of all ni (t). Then
B(t) is identified as a neutrosophic time series defined on
Y (t).
Definition 2.16 [48]: If only B(t − 1) cause B (t), i.e.

B (t − 1)→ B(t), this relationship can be explained as

B (t) = B (t − 1) ◦ R′ (t, t − 1) (14)

where R′(t, t − 1) is the neutrosophic relationship between
B(t − 1) and B (t). This equation is defined as the first-order
neutrosophic time series model of B(t).
Definition 2.17 [48]: If at different t, R′(t, t − 1) is

independent of t, i.e. R′ (t, t − 1) = R′(t − 1, t − 2), then
B (t) is defined as a time-invariant neutrosophic time series.
Otherwise, it is defined as time-variant neutrosophic time
series.

III. THE PROPOSED SVNHFTS FORECASTING MODEL
This section presents the proposed SVNHFTS model. Each
step of the proposedmodel is explained next. However, please
take note that in this paper, we only propose the first-order
SVNHFTS model.

A. SINGLE VALUED NEUTROSOPHIC HESITANT FUZZY
TIME SERIES (SVNHFTS)
Previously proposed neutrosophic time series by Abdel-
Basset et al. in 2019 [48] has laid out the base framework
of utilization fuzzy time series based on single-valued neu-
trosophic set. The relative simplicity of neutrosophic time
series and the inclusion of the truth, falsity, and indeterminacy
membership functions to incorporate the vagueness of the
data movement has resulted in a more accurate calculation.
However, the need of experts’ input as the basis of the truth,
falsity, and indeterminacy membership for each of the neu-
trosophic set from the partitioned universe of discourse may
cause the calculation to be subjective and biased. Different
opinions from different experts can cause the result from each
expert to differ from each other, which can cause confusion
as to what forecasted result shall be used. In order to avoid
the subjectivity and biasness, we propose an algorithm that
automatically converts the crisp dataset into neutrosophic
set in terms of truth, falsity, and indeterminacy membership
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TABLE 1. Base mapping table [9].

functions, inspired by Abdel-Basset, et al.’s proposed neutro-
sophic set rule mining algorithm for big data analysis in 2018
[55]. Moreover, the degree of hesitancy is also included in
the algorithm by utilizing several different partition methods
to partition the universe of discourse. The aggregated result of
all the possible values of the truth, falsity, and indeterminacy
membership values from each of the generated neutrosophic
set from each of the partition method shall be in single-
valued neutrosophic hesitant fuzzy sets (SVNHFSs), which
shall be used for generating neutrosophic logical relation-
ships (NLRs) and the deneutrosophication process.

Moreover, the calculation rule of the forecasted values
utilized by Abdel-Basset, et al. (2019) does not consider the
repetition of the NLRs that happens more than once. In a
relatively stationary data, if the repetition of the NLRs is not
considered, it may cause quite a relatively big error in the
forecasted value. To accommodate for this issue, we propose
to take into account the number of repetition of NLRs that
is observed, inspired by Tsaur’s (2012) fuzzy time series
forecasting method based on Markov Chain [19]. The overall
forecasted result from these incorporations should be better
in terms of the accuracy.

The steps of the proposed SVNHFTS are explained as
follows:
Step 1: State the universe of discourse U with the upper

and lower boundary are the maximum value Dmax and the
minimum value Dmin of the historical data. The universe is
then stated as U = [Dmin − D1,Dmax + D2], where D1.D2
are arbitrary positive values chosen for convenience, usually
to make the universe easier to be divided.
Step 2: To find the effective length of the partition needed

to divide the universe of discourse, Huarng’s (2001) method
[9] will be used, as it is
• Compute the absolute difference from each successive
data of Di−1 and Di.

• Compute the average out of all the absolute differences
obtained, and then divide the average by 2.

• Using the base mapping table from Table 1, the basis for
the length of interval is determined:

• The basis is rounded up or down to the most convenient
number to be used as the length of the partition to divide
the universe of discourse, which is denoted as L.

• The number of the fuzzy numbers that have to be con-
structed is calculated with the following formula:

m =
Dmax + D2 − (Dmin − D1)

L
(15)

The value m will be the basis of the number of the partitions.
Step 3: For the first partition method, triangular fuzzy

number will be used as the basis of the partition:
• Divide the universe of discourse to m triangular fuzzy
numbers according to the following sets:

Ña1 = [Dmin−D1,Dmin−D1+L,Dmin−D1+2L]

Ña2 = [Dmin−D1+L,Dmin−D1+2L,Dmin−D1+3L]
...
...

...

...

Ñam−1 = [Dmax+D2−2L,Dmax+D2−L,Dmax+D2]

Ñam = [Dmax+D2−L,Dmax+D2,Dmax+D2]

with truth, indeterminacy, and falsity membership func-
tion for each of the triangular fuzzy numbers (denoted
Ñai = [Da,Db,Dc] generally for simplicity) inspired by
the neutrosophication association rule mining algorithm
[55] as below:

TÑai
(x)

=


x − Da
L

, Da ≤ x < Db
Dc − x
L

, Db ≤ x ≤ Dc

0, otherwise
(16)

IÑai
(x)

=



x − (Da − 0.5L)
L

, Da−0.5L≤x<Da+0.5L
Db − x
0.5L

, Da + 0.5L ≤ x<Db
x − Db
0.5L

, Db ≤ x < Db+0.5L
Dc + 0.5L − x

L
, Db + 0.5L≤x≤Dc + 0.5L

0, otherwise
(17)

FÑai
(x)

=


Db − x
L

, Da ≤ x < Db
x − Db
L

, Db ≤ x ≤ Dc

1, otherwise

(18)

From Equation (16) to (18), calculate the truth, indeter-
minacy, and falsity membership value of each data.

• To cast hesitancy to the membership values computed
from the triangular partition method, by using the same
length of the partition for each triangular fuzzy num-
ber, m Gaussian fuzzy numbers are constructed, with µ
equal to the midpoint of each triangular fuzzy numbers.
However, since the Gaussian function is an exponential
function and the value of the membership function can
only be zero when x →∞, to approximate the standard
deviation (σ ) of Gaussian membership function which
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represents the width of the function, the following steps
are used:
◦ Calculate the length of each of the triangular fuzzy

numbers, since the constructed triangular fuzzy num-
bers is isosceles, it has to be that:

LÑai
= 2L, i = 1, 2, 3, . . . ,m (19)

◦ A constant denoted by n is used such that the standard
deviation of each triangular fuzzy number is formu-
lated as:

σÑbi
=

2L
n
, i = 1, 2, 3, . . . ,m (20)

◦ n needs to be calculated such that the truth mem-
bership value of the lower boundary and the upper
boundary of the triangular fuzzy number is as close to
0 as possible. In this project, the value is set to 0.0001.
This value is arbitrary and can be changed according
to the preference of the decision maker and the dataset
that is being used in the research. Therefore, for
i = 1, 2, 3, . . . ,m:

exp

− (x − µ)2
2
(
2L
n

)2


= 0.0001, x = µ± L

⇒ exp

− (µ± L − µ)2
2
(
2L
n

)2
 = 0.0001

⇒ exp

− L2

2
(
2L
n

)2
 = 0.0001

⇒ exp
(
−
n2

8

)
= 0.0001

⇒ −
n2

8
= ln (0.0001)

⇒ n = 4
(√

2ln(10)
)

(21)

◦ The Gaussian fuzzy numbers corresponding to the
triangular fuzzy numbers can now be constructed with
the following rule:

Ñb1 =
[
Dmin − D1 + L,

2L

4
√
2ln(10)

]
Ñb2 =

[
Dmin − D1 + 2L,

2L

4
√
2ln(10)

]
...
...

...

...

Ñbm−1 =
[
Dmax + D2 − L,

2L

4
√
2ln(10)

]
Ñbm =

[
Dmax + D2,

2L

4
√
2ln(10)

]

with truth and falsity membership function for each
of the Gaussian fuzzy numbers (denoted Ñbi = [µ, σ ]
generally for simplicity) are as given below:

TÑbi
(x) = exp

(
−
(x − µ)2

2σ 2

)
(22)

FÑbi
(x) = 1− exp

(
−
(x − µ)2

2σ 2

)
(23)

Constructing indeterminacy membership function of
the Gaussian fuzzy numbers are slightly more compli-
cated since the function is exponential, which means
there is no true zero point unless x → ∞. When
the truth and falsity membership value is the same
at 0.5, the value of the indeterminacy membership
value should be the highest at 1, and the value of
indeterminacy membership where truth membership
value equals to 1 should be the lowest at 0, which is at
the µ of each Gaussian fuzzy numbers. As the value
of truth membership value approaches 1, the value
of the indeterminacy membership should approach
0. Because of this, the function of the indeterminacy
membership around the midpoint is a reverse Gaus-
sian function, starting at 1 and ending on 0 at the mid-
point. Therefore, to create indeterminacymembership
function, the following steps will be used:

◦ Find the value of xI that causes TÑbi
(xI ) =

FÑbi
(xI ) = 0.5

exp

−
(
xIÑbi
− µ

)2

2
(

2L
4
√
2 ln(10)

)2
 = 0.5

⇒ exp

−
(
xIÑbi
− µ

)2

L2
4 ln(10)

 = 0.5

⇒ 4 ln (10)

(
xIÑbi
− µ

)2

L2
= −ln(0.5)

⇒

(
xIÑbi
− µ

)2

=
L2ln(2)
4 ln (10)

⇒ xIÑbi
= µ± 0.5L

√
ln(2)
ln(10)

, i = 1, 2, 3, . . . ,m

(24)

For i = 1, 2, 3, . . . ,m, from µ− 0.5L
√

ln(2)
ln(10) to µ+

0.5L
√

ln(2)
ln(10) , the indeterminacy membership function

is a reverse Gaussian function with the membership
value of 0 atµ. Setting membership value of 0.9999 at
µ−0.5L

√
ln(2)
ln(10) and µ+0.5L

√
ln(2)
ln(10) , we can use the
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value of n from Equation 3.7 to find the standard devi-
ation of this reverse Gaussian membership function.
Therefore,

L∗
Ñbi
= µ+ 0.5L

√
ln (2)
ln (10)

−

(
µ− 0.5L

√
ln (2)
ln (10)

)

⇒ L∗
Ñbi
= L

√
ln (2)
ln (10)

, i = 1, 2, 3, . . . ,m

(25)

σ ∗
Ñbi
=

L∗
Ñbi

n

⇒ σ ∗
Ñbi
=

L
√

ln(2)
ln(10)

4
√
2 ln (10)

⇒ σ ∗
Ñbi
=

L
4ln(10)

√
ln(2)
2
, i = 1, 2, 3, . . . ,m

(26)

When x < µ − 0.5L
√

ln(2)
ln(10) or x > µ +

0.5L
√

ln(2)
ln(10) , the indeterminacy membership function

should become normal Gaussian function, however,
since the maximum value is set at 0.9999, the overall
indeterminacy membership function of the Gaussian
fuzzy number for i = 1, 2, 3, . . . ,m is:

IÑbi
(x)

=



0.9999 exp

−
(
x −

(
µ− 0.5L

√
ln(2)
ln(10)

))2
2σ 2

Ñbi

 ,
x < µ− 0.5L

√
ln (2)
ln (10)

1−exp

− (x−µ)2

2
(
σ ∗
Ñbi

)2

 , µ−0.5L

√
ln (2)
ln (10)

≤ x < µ+ 0.5L

√
ln (2)
ln (10)

0.9999 exp

−
(
x −

(
µ+ 0.5L

√
ln(2)
ln(10)

))2
2σ 2

Ñbi

 ,
x ≥ µ+ 0.5L

√
ln (2)
ln (10)

(27)

Figure 1 depicts the truth, indeterminacy, and falsity
membership function of Gaussian function better for
better illustration of the proposed algorithm.
FromEquation (22), (23), and (27), calculate the truth,
indeterminacy, and falsity membership value of each
data.

• Combine the membership value computed from the tri-
angular fuzzy number and the Gaussian fuzzy number
into a SVNHFS.

Step 4: For the second partition method, trapezoidal fuzzy
number will be used as the basis of the partition [11]:

• Divide the universe of discourse to m trapezoidal fuzzy
numbers according to the following sets:

Ñc1 = [Dmin − D1 − L,Dmin − D1,

Dmin − D1 + L,Dmin − D1 + 2L]

Ñc2 = [Dmin − D1,Dmin − D1 + L,

Dmin − D1 + 2L,Dmin − D1 + 3L]
...
...

...

...

Ñcm−1 = [Dmax + D2 − 3L,Dmax + D2 − 2L,

Dmax + D2 − L,Dmax + D2]

Ñcm = [Dmax + D2 − 2L,Dmax + D2 − L,

Dmax + D2,Dmax + D2 + L]

with truth, indeterminacy, and falsity membership func-
tion for each of the trapezoidal fuzzy numbers (denoted
Ñcn = [Da,Db,Dc,Dd ] generally for simplicity) are
inspired by neutrosophication association rule mining
algorithm [55] as below:

TÑcn (x)

=



x − Da
L

, Da ≤ x < Db

1,Db ≤ x < Dc
Dd − x
L

, Dc ≤ x ≤ Dd

0, otherwise

(28)

IÑcn (x)

=



x − (Da − 0.5L)
L

, Da − 0.5L ≤ x < Da+0.5L
Db + 0.5L − x

L
, Da+0.5L ≤ x < Db + 0.5L

x − (Db + 0.5L)
L

, Db + 0.5L ≤ x < Dc+0.5L
Dd + 0.5L − x

L
, Dc+0.5L ≤ x ≤ Dd + 0.5L

0, otherwise
(29)

FÑcn (x)

=



Db − x
L

, Da ≤ x < Db

0, Db ≤ x < Dc
x − Dc
L

, Dc ≤ x ≤ Dd

1, otherwise

(30)

From Equation (28) to (30), calculate the truth, indeter-
minacy, and falsity membership value of each data.
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• To cast hesitancy to the membership values generation
by the trapezoidal partition method, using the same
length of the partition for each trapezoidal fuzzy number,
m Gaussian fuzzy numbers are constructed with the
same method as from the triangular partition method.

LÑdi
= 3L, i = 1, 2, 3, . . . ,m− 1,m (31)

σÑdi
=

3L

4
√
2ln(10)

, i = 1, 2, 3, . . . ,m− 1,m (32)

xIÑdi
= µ± 0.75L

√
ln (2)
ln (10)

, i=1, 2, 3, . . . ,m−1,m

(33)

σ ∗
Ñdi
=

3L
8ln(10)

√
ln(2)
2
, i = 1, 2, 3, . . . ,m− 1,m

(34)

Therefore, the truth, indeterminacy, and falsity member-
ship function of each of the Gaussian fuzzy numbers
from trapezoidal partition method are:

TÑdi
(x)

= exp

− (x − µ)2
2σ 2

Ñdi

 (35)

IÑdi
(x)

=



0.9999 exp

−
(
x −

(
µ− 0.75L

√
ln(2)
ln(10)

))2
2σ 2

Ñdi

 ,
x < µ− 0.75L

√
ln(2)
ln(10)

1− exp

− (x − µ)2
2
(
σ ∗
Ñdi

)2

 , µ− 0.75L

√
ln (2)
ln (10)

≤ x < µ+ 0.75L

√
ln(2)
ln(10)

0.9999 exp

−
(
x −

(
µ+ 0.75L

√
ln(2)
ln(10)

))2
2σ 2

Ñdi

 ,
x ≥ µ+ 0.75L

√
ln(2)
ln(10)

(36)

FÑdi
(x)

= 1− exp

− (x − µ)2
2σ 2

Ñdi

 (37)

• Combine the membership value computed from the
trapezoidal fuzzy number and the Gaussian fuzzy num-
ber into a SVNHFS.

Step 5: Calculate the weight of the triangular and the
trapezoidal partition method by using Equation (38) and (39)
below:

w1 =
L1

L1 + L2
(38)

w2 =
L2

L1 + L2
(39)

where:
w1 = weight of triangular partition method
w2 = weight of trapezoidal partition method
L1 = length of each triangular fuzzy number
L2 = length of each trapezoidal fuzzy number
Step 6: After the weight of each of the partition method

is calculated, the weighted average of the midpoint of the
triangular method and the trapezoidal method in the same
order is calculated by using Equation (40). This weighted
average of the midpoints will be used as the basis during
neutrosophication in Step 7.

Midpoint =
(
w1 ×Midpointtriangular

)
+

(
w2 ×Midpointtrapezoidal

)
(40)

Step 7: The neutrosophication of the data is done with the
following rules:
• For each data, the two SVNHFSs for each order of fuzzy
number generated from triangular and trapezoidal parti-
tion method are aggregated into one SVNHFS by using
Equation (11). The weight value for each SVNHFS is
already calculated from Equation (38) and (39).

• Calculate the cosine measure of each of the aggregated
SVNHFS by using Equation (12).

• Rank all of the calculated cosine measures from each of
the aggregated SVNHFS. The highest rank out of all the
cosine measures from the order of the fuzzy numbers
will be used as the neutrosophication of the data.

Step 8: Establish NLRs based on the order of the neutro-
sophication of successive data. If on time i, the SVNHFS is
Nj and on time i+1, the SVNHFS is Nk , the established NLR
is Nj→ Nk .
Step 9: Establish neutrosophic logical relationship groups

(NLRGs) based on the constructed NLRs. Group the NLRs
based on Nj.
Step 10: The forecasted values are calculated using

two rules following [48], with slight modification inspired
from [19]:
• Rule 1: If the neutrosophication value of data at time i
is Nk and not caused by any other values, and the cor-
responding value according to NLRG cannot be found,
then the forecasted value will equal —, i.e., no value.

• Rule 2: If the neutrosophication value of data at time i
is Nk and caused by any Nj, check NLRG of this Nj, and
◦ If NLRG of Nj is empty, the forecasted value is

weighted midpoint average of Nj
◦ If NLRG of Nj is one-to-one, the forecasted value is

weighted midpoint average of Nk
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TABLE 2. Methods of error measure to evaluate accuracy of predicted
value from the proposed FTS [41].

◦ If NLRG of Nj is one-to-many, the forecasted value
is the average of the weighted midpoint average of
Nk1,Nk2, . . . ,Nkn. Note that the repeating NLRs are
counted and weighted in the weighted average.

Step 11: Evaluate the accuracy of the forecasted value
using all the formulas listed in Table 2.

IV. COMPARATIVE STUDIES OF CHARACTERISTICS OF
SVNHFTS MODEL TO OTHER FTS MODELS
In this section, we apply our proposed SVNHFTS model
in real datasets. Forecasting results obtained from the
proposed model was compared with existing FTS mod-
els, [40], [41], [43]–[46], [48], listed in Table 3.

To know the inherent advantage of the proposed SVN-
HFTS model compared to the other models, the character-
istics of the proposed SVNHFTS model is compared to the
other models are listed below and summarized in Table 4 and
Table 5:

• Compared to the other FTS models listed in Table 3,
the proposed SVNHFTSmodel captures the most uncer-
tainty and fuzziness of the data movement, which is
depicted in terms of truth, indeterminacy, and fal-
sity membership function, also with the hesitancy also
depicted in terms of the possible values of truth, indeter-
minacy, and falsity membership function, even though
not as complete as HPFS based FTS, where the probabil-
ity of each possible value of the membership function is
also taken into account during the fuzzification process.

• The proposed SVNHFTS model is already very much
simplified in terms of defuzzification process, since
the max-min operator is eliminated, reducing the work-
load and the complexity of the defuzzification process.

TABLE 3. List of other FTS models to be compared to the proposed
SVNHFTS model.

In other compared FTS models other than NTS and
SVNHFTS, the max-min operator is still used for
defuzzification process, which means that there will be a
lot of matrices construction for each FLR, slowing down
the defuzzification process and rendering the models
less efficient in terms of time and energy consumption.

• The proposed SVNHFTS model makes sure that there
is always a forecasted value in each of the time inter-
val, unlike some of the other compared models, such
as Kumar & Gangwar’s IFTS (intuitionistic fuzzy time
series) [43] and Bisht, et al.’s DHFS based IFTS [45],
where there can be a possibility of no available fore-
casted value during the defuzzification process.

• The proposed SVNHFTS model takes into account the
weightage of repeated NLRs, unlike other compared
FTS models, where the repeated NLRs are only listed
once. This means that SVNHFTSmay have higher accu-
racy when dealing with data with stagnant area but also
with wider and more drastic movement.

In the next section, we apply our proposed SVNHFTS model
using real datasets, and the result of the forecasted value
from our proposed SVNHFTSmodel is compared to the other
fuzzy time series models utilizing improved version of fuzzy
sets.

V. APPLICATION OF SVNHFTS MODEL TO FORECAST
REAL DATASETS
In this section, we apply our proposed SVNHFTS model
using real datasets in order to test the performance of
our model, and we compare the forecasted result to the
other FTS models based on improved versions of fuzzy set.
There are three different sets of data that are used for the
application, which are enrollment data from University of
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TABLE 4. Summary of comparison between the proposed SVNHFTS
model and other established FTS models (Part 1).

TABLE 5. Summary of comparison between the proposed SVNHFTS
model and other established FTS models (Part 2).

Alabama from 1971 to 1992 [56], IDX Composite (Indone-
sia’s market index) yearly average of daily closing index
from 1997 to 2018 [57], and weekly closing index of
MERVAL(Argentina’s market index) from February 15th,
2019 to September 20th, 2019 [58]. All the data points
in the datasets are used to generate the NLRGs and the
forecasted results’ accuracy is checked for all the data
points.

TABLE 6. Comparison of forecasted values of enrollment data of
University of Alabama from 1971 to 1992 by using the proposed SVNHFTS
model and other FTS models.

TABLE 7. Comparison of accuracy evaluation of the forecasted values of
the enrollment data of University of Alabama from 1971 to 1992 by using
the proposed SVNHFTS model and other FTS models.

A. ENROLLMENT DATA OF UNIVERSITY OF ALABAMA
FROM 1971 TO 1992
The enrollment data of University of Alabama from 1971 to
1992 has been used to test the efficiency and the accuracy
of almost any novel fuzzy time series forecasting method
since fuzzy time series was proposed by Song & Chissom
in 1993 [52]. We also utilize this dataset to test our pro-
posed SVNHFTS forecasting model. The result of the fore-
casted values is shown in Table 6 and Figure 2, together
with the forecasted results from the other FTS models based
on improved version of fuzzy sets. The accuracy evalua-
tion of the forecasted values using the proposed SVNHFTS
model and other FTS models is shown in Table 7, complete
with the ranking in Table 8. Note that the result obtained
from [40], [41], [43]–[46], [48] are directly based on their
calculation published in their journals for interested readers
who want to study their proposed models further.

1) DISCUSSION OF RESULTS
Looking at RMSE, the proposed algorithm does not have
the smallest RMSE out of all the models. But since RMSE
evaluates the root mean square error of forecasted value to
the actual value, the depicted value only considers the exact
difference between the forecasted value to the actual value,
which can be misleading if one of the forecasted value has an
error which is big in numbers but small in terms of relative-
ness. To double check, we will look at AFE (average forecast-
ing error), sinceAFE calculates themean absolute forecasting

VOLUME 8, 2020 60135



B. Tanuwijaya et al.: Novel SVNHFTS Model: Applications in Indonesian and Argentinian Stock Index Forecasting

FIGURE 1. Truth, indeterminacy, and falsity membership function of
Gaussian function for proposed algorithm of FTS based on SVNHFS.

TABLE 8. Ranking of accuracy evaluation of the forecasted values of the
enrollment data of University of Alabama from 1971 to 1992 by using the
proposed SVNHFTS model and other FTS models.

error, which is calculated based on the relativeness of the error
to the actual value. Based onAFE, the proposed algorithm has
the smallest AFE out of all the models, at 1.33%. This means
that in terms of the relativeness of the error to the actual value,
the proposed algorithm has the best accuracy.

The value of R and R2 indicates the correlation and the
linear association of the forecasted value to the actual value
[41]. The value of R and R2 of the proposed algorithm is
not the highest out of all the models, but they are already
satisfactory enough at above 0.95 to know that the forecasted
value is well associated with the actual value. These values
are still better than some of the other models and on par with
the range of the values obtained from the other models.

The value of PP indicates the efficiency of the model [59].
The value of PP of the proposed algorithm is not the highest,
however it is still on par with the other models, and has a value
of almost 80%, indicating that the efficiency of the proposed
algorithm is sufficiently satisfactory.

The value of MAD indicates the average of the abso-
lute difference between the forecasted value and the actual
value [60]. At 220.71, the MAD of the proposed algorithm
is the lowest out of all the compared models, which means
that the absolute difference between the forecasted value and
the actual value of the model is the lowest out of all the other
models.

The value of RSFE indicates the total of the difference
between the forecasted value and the actual value, which

FIGURE 2. Comparison of the proposed SVNHFTS model vs other
established FTS models for forecasted values of the enrollment data of
University of Alabama from 1971 to 1992.

TABLE 9. Parameters used in each FTS models to forecast yearly closing
index of IDX Composite from 1997 to 2018.

TABLE 10. Comparison of forecasted values of yearly average of daily
closing index of IDX Composite from 1997 to 2018 by using the proposed
SVNHFTS model and other models.

indicates the tendency of the nature, i.e., whether the model
tends to over-forecast or under-forecast the values [41]. The
value of the RSFE of the proposed algorithm is negative,
which means that there is a tendency of the proposed algo-
rithm to under-forecast the forecasted values. The value is
also not small compared to some of the other models, which
have values closer to 0.
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TABLE 11. Comparison of accuracy evaluation of the forecasted values of
yearly average of daily closing index of IDX Composite from 1997 to
2018 by using the proposed SVNHFTS model and other models.

TABLE 12. Ranking of the accuracy evaluation of the forecasted values of
yearly average of IDX Composite from 1997 to 2018 by using the proposed
SVNHFTS model and other models.

TABLE 13. Parameters used in each FTS models to forecast weekly closing
index of MERVAL Index from February 15th, 2019 to September 20th, 2019.

The value of TS indicates the biasness and the tendency
of under or over-forecast. The satisfactory range for TS is
between−4 and 4 [41]. Since the value of TS of the proposed
algorithm is at −1.1644, this indicates that the proposed
algorithm is not overly biased and does not produce extreme
over or under forecasted values, compared to some of the
other models which have TS with a value closer to the limit
of the permissible satisfactory range of between −4 and 4.

B. IDX COMPOSITE (INDONESIA’S MARKET INDEX)
YEARLY AVERAGE OF DAILY CLOSING INDEX FROM
1997 TO 2018
To further demonstrate the performance of SVNHFTSmodel,
we also use the market index of Indonesia, IDX Compos-
ite. The data used from IDX Composite is from 1997 to
2018, and the prediction is done on a yearly basis, with the
actual data for each year is calculated as the average of the
daily closing index in the respective year. This set of time
series data is unique that the first eight data are relatively
stationary compared to the rest of the time series data, and
we want to test how our proposed model performs with the
added stationary factor compared to the other seven FTS
models [40], [41], [43]–[46], [48].

TABLE 14. Comparison of forecasted values of weekly closing index of
MERVAL Index from February 15th, 2019 to September 20th, 2019 by using
the proposed SVNHFTS model and other FTS models.

FIGURE 3. Comparison of the proposed SVNHFTS model vs other
established FTS models for forecasted value of yearly average of daily
closing index of IDX Composite from 1997 to 2018.

The prediction is done by using the proposed SVNHFTS
model and the other seven FTS models [40], [41], [43]–[46],
[48] listed in Table 3, with the parameter for each proposed
model listed in Table 9, and the result, the accuracy eval-
uation, and the ranking of the accuracy evaluation listed
in Table 10, Table 11, and Table 12, respectively. The com-
parison of all of the forecasted values to the other FTSmodels
can be seen in Figure 3.

1) DISCUSSION OF RESULTS
Compared to the enrollment data of University of Alabama,
the yearly closing index of IDX Composite from 1997 to
2018 has wider range of values and more drastic movement,
whereas the data from 1997 to 2003 has smaller range of
values and relatively stationary compared to the other years.
This is the main reason that the AFE for all of the models
compared is bigger than 9%. The proposed SVNHFTSmodel
has AFE of 9.98%, which is the second best from all of the
comparedmodels, with the othermodels’ AFE ismostlymore
than 14%. This can be contributed to the fact that SVNHFTS
model takes into account the repetition of the NLRs during
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TABLE 15. Comparison of accuracy evaluation of the forecasted values of
weekly closing index of MERVAL Index from February 15th, 2019 to
September 20th, 2019 by using the proposed SVNHFTS model and other
FTS models.

TABLE 16. Ranking of the accuracy evaluation of the forecasted values of
weekly closing index of MERVAL Index.

the de-neutrosophication process. This result means that the
proposed SVNHFTS model is quite satisfactory in handling
data with a wide range of movement compared to the other
established FTS models.

The value of R and R2 of the proposed SVNHFTS model
is not the best out of all the compared FTS models. However,
with the value of around 0.99, the value of R and R2 are
on par with the other models, and this also means that the
predicted and actual values of the yearly closing index is
almost perfectly correlated.

The value of PP of the proposed SVNHFTS model is
0.8980. Even though this value is not the best out of all the
other compared FTS models, the value is already on par with
the other models and this means that SVNHFTS model is
satisfactorily efficient in getting the predicted values. Note
that for [43], there is no available prediction value in 2018,
which makes the value of the RMSE smaller compared to the
other models.

The value of MAD and RSFE of the proposed SVNHFTS
model are 123 and 346.39, respectively, which results in a
TS of 2.8162, which is still within the acceptable range.
Almost all of the other compared FTS models with exception
to [45] fail to achieve a TS value between −4 and 4. This
means that SVNHFTSmodel is quite satisfactory in not over-
forecasting or under-forecasting the predicted values.

C. WEEKLY CLOSING INDEX OF MERVAL INDEX FROM
FEBRUARY 15 th, 2019 TO SEPTEMBER 20th, 2019
For the final dataset, we choose to use MERVAL Index,
which is Argentinian market index. At the time of writ-
ing, MERVAL Index had just suffered a steep decline in
August 2019, which was the worst decline of any stock in the
world recorded by Bloomberg since 1950 [61]. This caused
quite a really volatile data, and we want to test whether our
proposed SVNHFTS model’s performance is still adequate
in such a volatile dataset compared to the other FTS models
[40], [41], [43]–[46], [48]. We use the weekly closing index

FIGURE 4. Comparison of the proposed SVNHFTS model vs other
established FTS models for forecasted value of weekly closing index of
MERVAL Index from February 15th, 2019 to September 20th, 2019.

from sixmonths before the steep decline, starting from Febru-
ary 15th, 2019 to September 20th, 2019, which is one month
after the decline.

Same like IDX Composite, the prediction is done by using
the proposed SVNHFTS model and the other seven FTS
models [40], [41], [43]–[46], [48] listed in Table 3, with the
parameter for each proposed model listed in Table 13, and
the result, the accuracy evaluation, and the ranking of the
accuracy evaluation listed in Table 14, Table 15, and Table 16,
respectively. The comparison of all of the forecasted values
to the other FTS models can be seen in Figure 4.

1) DISCUSSION OF RESULTS
With the more volatile dataset and a wider range of values
compared to the dataset in IDX Composite, the forecast
accuracy of MERVAL index for the proposed SVNHFTS
model and all of the other tested FTS models is generally
significantly better compared to the forecast accuracy of IDX
Composite, at around 3%.

The proposed SVNHFTS model has RMSE and AFE
of 1198.31 and 2.74%, which is the second best from all of the
compared FTS models. However, looking at the best RMSE
and AFE from [43], these values do not take into account
two of the dates at August 30th, 2019 and September 6th,
2019 that are left blank because of no available forecasted
values. This means that our proposed SVNHFTS model has
the best result out of all the other FTS models with complete
forecasted values. Furthermore, the value of R, R2, and PP
of the proposed SVNHFTS model is the best out of all the
compared FTSmodels, at 0.9720, 0.9448, and 0.7635, respec-
tively. This also means that the predicted and actual values of
the weekly closing index is almost perfectly correlated, with
the best efficiency out of all the compared FTS models.

The value of MAD and RSFE of the proposed SVNHFTS
model are 896.92 and 4185.56, respectively, which results in
a TS of 4.6666, which is already outside of the acceptable
range, even though the value of the MAD is the second best
out of all the other compared FTS models. This means that
with a more volatile dataset, SVNHFTS model can have a
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tendency to over-forecast the values, which needs to be taken
into account during forecasting.

VI. CONCLUSION AND REMARKS
In this paper, we have proposed a novel first-order single-
valued neutrosophic hesitant fuzzy time series forecasting
model, improving the previously proposed neutrosophic time
series [73] by:

(i) Incorporating the degree of hesitancy by using single-
valued neutrosophic hesitant fuzzy set [51] instead of
single-valued neutrosophic set [35] to better capture the
uncertainty and fuzziness of the data movement

(ii) Adding an algorithm that automatically converts the
crisp dataset into neutrosophic set in terms of truth,
falsity, and indeterminacy membership function [55]
that eliminates the need of expert’s opinion to give the
weightage of truth, falsity, and indeterimancy member-
ship function in each of the partitioned neutrosophic set

(iii) Incorporating Markov Chain algorithm [19] in the
deneutrosophication process to include the weightage
of repeating NLRs.

We have also established the advantage of our proposed
SVNHFTSmodel to the other FTSmodels from the improved
versions of fuzzy sets, which are:

(i) Incorporating degree of hesitancy to better capture the
uncertainty of the data movement, which results in bet-
ter forecasting accuracy

(ii) Simplified deneutrosophication process by eliminating
the use of max-min operator to reduce time and energy
consumptions.

(iii) Guaranteed forecast values in each of the time interval
(iv) Taking into account the weightage of repeated NLRs.

We have also applied our proposed SVNHFTS model to real
datasets while also comparing the result to the other FTS
models with improved versions of fuzzy set, and the results
of our finding are:

(i) Using the benchmark enrollment data of University of
Alabama from 1971 to 1992, our proposed model has
the best AFE and MAD out of the other FTS models.

(ii) Using the yearly average of daily closing index of IDX
Composite from 1997 to 2018, which has a relatively
stationary interval in the first seven data, although the
predicted value’s result from the proposed model is not
the best out of the other models, the performance of
the proposed model is sufficiently satisfactory, with the
values of the evaluation parameters on par with the other
established FTSmodels and within the acceptable range

(iii) Using the weekly closing index ofMERVAL index from
February 15th, 2019 to September 20th, 2019, which is
quite volatile, the performance of the proposed model
is the best out of all the other FTS models in RMSE,
AFE, R, R2, and PP out of all the other FTSmodels with
guaranteed forecasted result. However, the value of TS
is outside of the acceptable range, which can indicate

the tendency of our proposed SVNHFTSmodel to over-
forecast in a volatile dataset.

Our suggestions for the direction of the possible future
research based on our findings, which are:
(i) Developing an improved SVNHFTSmodel with higher-

order NLRs.
(ii) Utilizing the SVNHFTS model to predict other types of

dataset and evaluating the accuracy of the model.
(iii) Improving the algorithm of the proposed SVNHFTS

model to get better accuracy for the predicted val-
ues, e.g. using improved partition length optimization
method to partition the universe of discourse, review-
ing the neutrosophication and de-neutrosophication rule
and developing improved algorithm.

To conclude our paper, we provide our suggestions for
the direction of the future directions of development of NTS
models based on improved version of fuzzy sets:
(i) Applying the model to other real-life situations, com-

paring the result with the existing time-series models
that has been applied widely for these kinds of situation.

(ii) Integrating the model into the widely used existing
time-seriesmodels, analyzing the predictive capabilities
and the accuracy of the model.

(iii) Utilizing a more sophisticated neutrosophic set to
develop new NTS model, e.g. probabilistic single-
valued neutrosophic hesitant fuzzy set [62].
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